


ABSTRACT5

We propose a new method to estimate three-dimensional (3-d) material circulation driven by waves6

based on recently-derived formulas by Kinoshita and Sato that are applicable both to Rossby waves7

and to gravity waves. The residual mean flow is divided into three, i.e., balanced flow, unbalanced8

flow, and Stokes drift. The latter two are wave-induced components estimated from momentum9

flux divergence and heat flux divergence, respectively. The unbalanced mean flow is equivalent10

to the zonal-mean flow in the two-dimensional (2-d) transformed-Eulerian-mean equation (TEM)11

system. Although these formula were derived using ”time mean”, its underlying assumption is the12

separation of spatial or temporal scales between the mean and wave fields. Thus, the formulas can13

be used for both transient and stationary waves. Considering that the average is inherently needed14

to remove an oscillatory component of unaveraged quadratic functions, the 3-d wave activity flux15

and wave-induced residual mean flow are estimated by an extended Hilbert transform. In this16

case, the scale of mean flow corresponds to the whole scale of the wave packet. Using simulation17

data from a gravity-wave resolving general circulation model, 3-d structure of the residual mean18

circulation in the stratosphere and mesosphere is examined for January and July. The zonal mean19

field of estimated 3-d circulation is consistent with the 2-d circulation in the TEM system. An20

important result is that the residual mean circulation is not zonally-uniform both in the stratosphere21

and mesosphere. This is likely caused by longitudinally-dependent wave sources and propagation22

characteristics. The contribution of planetary waves and gravity waves to these residual mean flows23

is discussed.24
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1. Introduction25

Material circulation of the middle atmosphere is essentially driven by the momentum deposi-26

tion of atmospheric waves such as gravity waves and Rossby waves propagating from the tropo-27

sphere as well as the diabatic heating by radiative processes, while differential latent and sensible28

heatings are also important for the tropospheric circulation. The circulation in the mesosphere29

forms one cell with a meridional flow from the high latitudes of the summer hemisphere to the30

high latitudes of the winter hemisphere around the mesopause. The circulation in the stratosphere31

is mainly composed of two cells from the tropical region to higher latitudes in the two hemispheres32

and is called the Brewer-Dobson circulation (hereafter referred to as BDC) named after the two33

scientists who indicated its existence from ozone and water vapor observations. The breaking34

and/or dissipation of atmospheric waves do not only cause the momentum deposition, but also35

generate atmospheric turbulence. The geostrophic turbulence associated with Rossby wave break-36

ing is attributable to isentropic irreversible mixing and affects the latitudinal distribution of minor37

constituents. Thus, it is sometimes considered that the BDC is composed of two elements, i.e., the38

material circulation driven by the waves and radiative forcing, and the irreversible mixing by the39

turbulence.40

The transformed Eulerian mean (TEM) formulation was introduced by Andrews and McIntyre41

(1976) to express the two dimensional (2-d) material circulation as the residual mean circulation42

by taking account of large cancellation between the adiabatic cooling (heating) and the conver-43

gence (divergence) of heat flux associated with waves. Dunkerton et al. (1981) showed that the44

residual mean circulation well approximates Lagrangian mean circulation. Through the adiabatic45

heating/cooling associated with its vertical flow branch, the residual mean circulation maintains46

the thermal structure of the middle atmosphere that is far from that expected by radiative balance.47

The peculiar thermal structure observed in the polar and equatorial regions in the stratosphere and48

in the polar regions in the mesosphere largely affects the distribution of polar stratospheric clouds49

in winter and polar mesospheric clouds in summer.50

Haynes et al. (1991) proposed the downward control principle using the TEM equations indi-51
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cating that the zonal-mean stream function at a level is determined by vertical integration of the52

wave forcing above that level in a steady state. As the equation is linear for the wave forcing,53

this principle is frequently used to diagnose contribution of respective waves to the driving of the54

BDC and its trend (e.g., Rosenlof (1995); Butchart et al. (2006); Garcia and Randel (2008); Li55

et al. (2008); Calvo and Garcia (2009); McLandress and Shepherd (2009); Okamoto et al. (2011);56

Shepherd and McLandress (2011)). In particular, the amount of tropical upwelling is used as57

an index of the troposphere-stratosphere mass exchange associated with the BDC. Butchart et al.58

(2010) compared 11 chemistry-climate model (CCM) simulations for the 21st century in terms of59

stratospheric climate and circulation. One of the common results from these previous studies using60

chemistry climate models is that the BDC will have a strengthening trend in response to the cli-61

mate change of the 21st century. According to Butchart et al. (2010), in most models, orographic62

gravity waves are of similar importance to the resolved waves both in determining the upwelling63

and its trend. The annual mean upwelling is attributable to the resolved wave drag by about 67%64

and to the parameterized orographic gravity wave drag (OGWD) by 30%. The contribution of65

OGWD to the trend is more important. On average, OGWD explains 59% of the trend in the annal66

mean upwelling, although the dependence on the model is large. It is considered that the change of67

the wave forcing is related to upward movement of the breaking region in the upper flanks of the68

subtropical jets in association with tropospheric warming induced by increasing green house gases69

(GHG) (Li et al. 2008; McLandress and Shepherd 2009; Okamoto et al. 2011). It is also worth70

noting that such a change in BDC can affect the characteristics of the quasi-biennial oscillation71

(Kawatani and Hamilton 2011).72

In addition to the strength, the structural change of the BDC has been investigated, especially73

in terms of the tropical width in the lower stratosphere. Li et al. (2010) examined trend in the74

latitudinal width of the upward branch of the BDC in the 21st century simulated by a CCM. They75

showed a narrowing of the upward branch and attributed to the equatorward shift of Rossby waves’76

critical latitudes under the GHG increase. This is in contrast to the widening trend of the latitudinal77

region in which the tropical high tropopause is observed over last a few decades as indicated78
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by Seidel and Randel (2007). Seidel and Randel (2007) showed that the tropical widening is79

associated with the poleward movement of the subtropical jet.80

According to the downward control principle, the vertical flow response of the residual mean81

circulation is observed below and around the latitudinal ends of the wave forcing in a steady state82

(Haynes et al. 1991). The seasonal cycle may not be treated as a steady state and lead to merid-83

ional extension of the circulation away from the forcing region (Holton et al. 1995). Okamoto84

et al. (2011) used CCM data and estimated the residual mean circulation in December-February85

directly by its definition and indirectly by using the downward control principle from the Eliassen-86

Palm flux divergence of resolved waves and parameterized gravity-wave drag. The two different87

estimates for the residual mean circulation accorded well, suggesting that the steady state assump-88

tion is approximately valid even in the seasonal time scales. Moreover, the principle indicates that89

meridional flow of the residual mean circulation should be maintained by nearby wave forcing.90

Norton (2006) discussed the importance of equatorial Rossby waves generated by tropical heating91

in the troposphere for the momentum budget to cause the upwelling in the tropical and subtropical92

regions. Okamoto et al. (2011) indicated by applying a diagnostic method based on the down-93

ward control principle to CCM data and reanalysis data that the summer hemispheric part of the94

winter circulation in the stratosphere is driven by the subgrid-scale gravity waves. The gravity95

waves are probably convectively-generated in the summer subtropical region (Sato et al. 2009b).96

Seviour et al. (2012) examined upward mass flux at 70 hPa using ERA-Interim data for 1989–200997

and showed that the sum of contributions by resolved waves and parameterized orographic grav-98

ity waves is 74%, suggesting shortage of orographic and/or non-orographic gravity wave forcing99

there. On the other hand, Ueyama and Wallace (2010) used temperature data from satellite obser-100

vation as an index of the vertical flow of the BDC and examined its relation with eddy heat flux101

in the high latitude region. Their results suggest significant correlation between the high latitude102

wave forcing and the topical upwelling. They argued that an accumulation of transient responses103

may explain the broad response in the seasonal time scale. Thus the role of respective kinds of104

waves in the formation of BDC is still controversial.105
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Moreover, recent studies show that the BDC is composed of two branches, one is a shallow106

branch which roughly exhibits hemispheric symmetry in the lowermost stratosphere, and another107

is a deep branch observed mainly in the winter hemisphere (e.g., Birner and Bönisch (2011)).108

According to Birner and Bönisch (2011), the transport in the lowermost stratosphere is made by109

this shallow branch and by isentropic irreversible mixing. The deep branch is slow (time-scale110

of several months to years) and the shallow branch is fast (time scales of days to a few months).111

The shallow branch is mainly driven by synoptic-scale waves and partly by gravity waves (Plumb112

2002; Miyazaki et al. 2010), while the deep branch is mainly by planetary waves (Plumb 2002)113

and partly by gravity waves (Okamoto et al. 2011).114

So far, the BDC has been examined mainly in the 2-d meridional cross section. However,115

there are several studies indicating that the BDC has zonally-asymmetric structures. Callaghan116

and Salby (2002) made a pioneering study to examine three-dimensional (3-d) structure of BDC117

using an isentropic vertical coordinate. They showed that the cross isentropic flow is not zonally118

symmetric around a strongly perturbed polar vortex in NH winter. Hitchman and Rogal (2010)119

indicated the importance of regional outflow of the tropical convection in Southeast Asia for the120

formation and maintenance of the column ozone maximum situated to the south of Australia. The121

outflow reinforces the westerly jet by angular momentum transport and subsequently increases122

synoptic-scale wave activity embedded in the jet. Sato et al. (2009a) showed by using satellite ob-123

servations that the stratospheric ozone recovery observed in late spring and summer in the Antarctic124

strongly depends on the longitude. Lin et al. (2009) used data from the satellite-borne Microwave125

Sounding Unit (MSU) in 1979-2007 and simulation data from a coupled atmosphere-ocean general126

circulation model (GCM) to examine a horizontal trend pattern of the temperature in SH winter127

and spring. They showed that the regional dependence of temperature trend is related to those of128

both column ozone and eddy heat flux. Randel et al. (2010) indicated the importance of an upward129

flow on the eastern side of the anticyclonic circulation of the Asian monsoon for the transport of130

hydrogen cyanide (HCN) into the stratosphere. Convection in the Asian and African monsoon131

regions is also regarded as a strong source of the gravity waves propagating into the upper strato-132
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sphere and mesosphere which may drive the zonally-asymmetric BDC (Sato et al. 2009b). These133

studies suggest that the BDC likely has significant 3-d structure which has not been explored yet.134

Recently, Kinoshita and Sato (2013a) derived 3-d transformed Eulerian mean equations in-135

cluding 3-d residual mean flow and 3-d wave activity flux in the primitive equation system. The136

”residual mean flow” in the equations was obtained as the sum of the 3-d time mean flow and 3-d137

Stokes drift associated with waves. Thus, the derived residual mean flow is regarded as an approx-138

imation of Lagrangian mean flow. The 3-d wave activity flux was obtained so that its divergence139

corresponds to the wave forcing of the mean flow in the horizontal momentum equations. This140

formulation by Kinoshita and Sato (2013a) was made without using any dispersion relations and141

hence is applicable both to Rossby waves and to gravity waves. In the present study, it is shown142

that this wave activity flux is written as momentum flux using Lagrangian wind perturbations.143

Moreover, Kinoshita and Sato (2013b) derived another form of 3-d wave activity flux describing144

propagation of the wave packet and discussed its relation to the 3-d wave activity flux that appears145

in the 3-d transformed Eulerian mean equations obtained by Kinoshita and Sato (2013a). The for-146

mulation by Kinoshita and Sato (2013b) uses a unified dispersion relation for Rossby waves and147

gravity waves which was newly derived.148

A problem of the formulas by Kinoshita and Sato (2013a,b) is that the time mean is used in-149

stead of the zonal mean. Thus, stationary waves cannot be treated, at a glance. However, the150

formulation by Kinoshita and Sato (2013a,b) is valid if we can assume that the temporal and/or151

spatial scales of the mean (more precisely speaking, background) field are much longer than those152

of the perturbation field. In other words, their formulation can be applied for any wave including153

stationary waves by taking an appropriate mean field. Moreover, taking it into consideration that154

the average for the flux calculation is inherently needed to remove an oscillatory component of155

unaveraged quadratic functions on a scale of one-half the wavelength of the wave field, the aver-156

aging problem can be overcome by using an extended method of the Hilbert transform which is157

introduced in the present paper. The extended Hilbert transform is used to estimate the envelop158

function of momentum or energy fluxes of the wave field as a substitute of the temporal or spatial159
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”mean”. The present paper describes a new method to examine the 3-d material circulation us-160

ing the formulas by Kinoshita and Sato (2013a) and using the extended Hilbert transform. As an161

example, 3-d structure of the residual mean circulation in the middle and upper stratosphere and162

mesosphere is examined, utilizing simulation data from a gravity-wave resolving GCM.163

A brief description of the high-resolution GCM data used in the present study is given in164

Section 2. Theoretical consideration of 2-d residual mean circulation and its application to the165

GCM data are made in Section 3. Some results of the 2-d analysis in Section 3 are not very166

new but given, because they provide reference materials to lead and validate the theory of 3-d167

residual mean circulation proposed by the present paper. The 3-d theory is given in Section 4.168

The treatment of stationary waves in three dimensions using an extended Hilbert transform is also169

described. Results of the 3-d analysis using the GCM data are shown in Section 5. Summary and170

concluding remarks are made in Section 6.171

2. Short description of gravity-wave resolving GCM data172

Utilized data for the analysis are outputs from the T213L256 GCM developed by Watanabe173

et al. (2008) (the KANTO model), which covers a height region up to 85 km in the upper meso-174

sphere with horizontal resolution of about 60 km and vertical grid spacings of about 300 m above175

a height of 10 km. No gravity wave parameterizations were included in this model. Thus, all176

gravity waves are spontaneously generated. The characteristics of simulated gravity waves depend177

on artificial diffusion and cumulus parameterizations. The set of tuning parameters of the param-178

eterizations was carefully chosen by conducting several sensitivity tests to obtain gravity wave179

amplitudes in the lower stratosphere which are comparable to radiosonde observations over the180

central Pacific in the latitudinal range of 28◦N to 48◦S (Sato et al. 2003). The time integration was181

made using the Earth Simulator over three model years in which climatology with realistic seasonal182

variation was specified for the sea surface temperature and stratospheric ozone. Physical quantities183

were sampled at a short time interval of 1 hour. The model succeeded in simulating zonal mean184
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zonal wind and temperature fields which are consistent with observations, suggesting that the mo-185

mentum budget including gravity waves is realistic. Watanabe et al. (2008) illustrated an overview186

of the model performance including the momentum budget. As described by a series of our pre-187

vious papers using the model data such as Sato et al. (2009b); Kawatani et al. (2010); Sato et al.188

(2012), overall characteristics of the simulated gravity waves are realistic. The present study ex-189

amined contribution of gravity waves, synoptic-scale waves and stationary and transient planetary190

waves to the residual mean circulation. Following our previous studies (Sato et al. 2009b, 2012),191

small horizontal-scale fluctuations with total wavenumber n ≥21 (horizontal wavelengths shorter192

than 1800 km) are designated as gravity waves (GW). The components with zonal wavenumbers193

of s=1–3 and s= 4–20 are examined as planetary waves (PW) and synoptic-scale (SW) waves,194

respectively. Monthly-mean PW component and remaining PW component are analyzed as sta-195

tionary PW and transient PW, respectively.196

3. Two dimensional (2-d) residual mean circulation197

a. Theory on the relation between 2-d circulation and E-P flux198

The residual mean circulation for 2-d TEM system is composed of two parts: one is ageostrophic199

wind and the other is Stokes drift. First, it is shown how each part of the residual mean circulation200

is related to respective terms of Eliassen-Palm (E-P) flux divergence.201

By including Coriolis effect, the Lagrangian perturbation of zonal wind uL is expressed as202

uL = u′ + ([u]y − f)η′ + [u]zζ
′ ≡ u′ + u(y) + u(z), (1)203

where the square brackets denote the zonal mean, the primes denote the perturbation from the204

zonal mean, η′ and ζ ′ are latitudinal and vertical displacements, respectively, and f is Coriolis205

parameter1. This formula expresses that uL is the sum of Eulerian zonal wind perturbation u′ and206

1This formula for uL is different from the Lagrangian perturbation ul in Andrews and McIntyre (1976) and An-

drews et al. (1987) by an additional term −fη′
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the latitudinal and vertical advection of angular momentum by the perturbation ([u]y−f)η′+[u]zζ
′.207

Using the following relation2
208

[w′η′] = −[v′ζ ′] =
[v′φ′

z]

N2
, (2)209

latitudinal and vertical fluxes of zonal momentum are derived as:210

ρ0[u
lv′] = ρ0([u

′v′] + ([u]y − f)[η′v′] + [u]z[ζ
′v′]) (3)211

= ρ0[u
′v′]− ρ0

[u]z[v
′φ′

z]

N2
(4)212

≡ Y1 + Y2213

and214

ρ0[u
lw′] = ρ0([u

′w′] + ([u]y − f)[η′w′] + [u]z[ζ
′w′]) (5)215

= ρ0[u
′w′] + ρ0

([u]y − f)[v′φ′
z]

N2
(6)216

≡ Z1 + Z2,217

where v and w are latitudinal and vertical wind components, respectively, φ is geopotential, ρ0218

is basic state density, and N is the Brunt-Väisälä frequency. Here, the terms [η′v′] and [ζ ′w′]219

are ignored3. Note that suffixes 1 and 2 denote momentum fluxes and heat fluxes, respectively:220

Y1(≡ ρ0[u
′v′]) and Z1(≡ ρ0[u

′w′]) are momentum fluxes and Y2(≡ ρ0[u(z)v
′] = −ρ0

[u]z[v′φ′

z]
N2 ) and221

2The first equality is derived as follows.

[w′η′] = Re[WH∗] = Re[−iω̂ZH∗] = −Re[ZV ∗] = −[ζ′v′],

where W , V , H , and Z are ”analytic expressions” of w′, v′, η′ and ζ′, respectively, and ω̂ is the intrinsic frequency.

The ”analytic expressions” are described in Section 4 in detail. The second equality is derived from the thermodynamic

equation:

Dφ′
z
/Dt+N2w′ = Dφ′

z
/Dt+N2(Dζ′/Dt) = 0,

where D/Dt is Lagrangian time derivative. Thus, ζ′ ≈ −φz/N
2.

3Phase difference between v′(∼ Dη′/Dt) and η′ is 90◦for the Fourier components having the same wavenumber

vector and frequency. Thus [η′v′] can be ignored. This is also the case for [ζ′w′]. Moreover, the covariance of the

Fourier components with different wavenumber and/or frequency obviously becomes zero.
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Z2(≡ ρ0[u(y)w
′] = ρ0

([u]y−f)[v′φ′

z
]

N2 ) are proportional to heat fluxes. It is important that (4) and (6)222

are equivalent to the formulas of y and z components of E-P flux, namely223 ⎛
⎜⎝ −FEP

(y)

−FEP
(z)

⎞
⎟⎠ =

⎛
⎜⎝ ρ0[u

lv′]

ρ0[u
lw′]

⎞
⎟⎠ =

⎛
⎜⎝ Y1

Z1

⎞
⎟⎠ +

⎛
⎜⎝ Y2

Z2

⎞
⎟⎠ . (7)224

Thus, the E-P fux is considered to be the flux of ”Lagrangian” zonal momentum. The zonal225

momentum equation in the 2-d TEM system is226

[u]t + ([u]y − f)[v]∗ + [u]z[w]
∗ = −

1

ρ0
(−∇ · F EP ) + [X], (8)227

where228

[v]∗ = [v]a + [v]S = [v]a −
1

ρ0

(
ρ0

[v′φ′
z]

N2

)
z

(9)229

and230

[w]∗ = [w]a + [w]S = [w]a +

(
[v′φ′

z]

N2

)
y

, (10)231

and [X] is the other nonconservative mechanical forcing and friction (e.g. Andrews et al. (1987)).232

Comparison between these formulas of residual mean circulation ((9) and (10)) and the diver-233

gence of E-P flux (7) indicates that the Stokes drift ([v]S and [w]S) is related to the divergence of234

heat fluxes:235

([u]y − f)[v]S + [u]z[w]
S = −

1

ρ0
(Y2y + Z2z). (11)236

Subtraction of (11) from (8) yields the Eulerian zonal mean zonal momentum equation:237

[u]t + ([u]y − f)[v]a + [u]z[w]a = −
1

ρ0
(Y1y + Z1z) + [X]. (12)238

If it can be assumed that the mean flow is steady and [X] is negligible, this equation indicates239

that the ageostrophic flow ([v]a and [w]a) is related to the divergence of momentum fluxes:240

([u]y − f)[v]a + [u]z[w]a ≈ −
1

ρ0
(Y1y + Z1z). (13)241

Moreover, when [u]z is small compared with the other terms, the meridional component of ageostrophic242

flow is approximately written using momentum fluxes as243

[v]a ≈
1

ρ0
(Y1y + Z1z)/f̂ =

1

f̂

{
[u′v′]y +

1

ρ0
(ρ0[u

′w′])z

}
, (14)244
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where245

f̂ ≡ f − [u]y. (15)246

Validity of the assumption of small [u]z in the middle atmosphere will be discussed in Section247

5 using the high-resolution GCM data. This equation indicates that if atmospheric waves with248

negligibly small heat flux are dominant, the residual mean flow can be estimated only using mo-249

mentum fluxes. This may be the case for the mesosphere where the gravity wave forcing is dom-250

inant. It is worth noting that the estimation of vertical flux of horizontal momentum is possible251

using Mesosphere-Stratosphere-Troposphere (MST) radar observations, while those of heat flux252

are generally difficult.253

The Stokes drift [v]S is written using the terms included in the E-P flux similar to [v]a:254

[v]S ≈
1

ρ0
(Y2y + Z2z)/f̂ . (16)255

This equation describes the relation between [v]S and the terms of the E-P flux, although [v]S is256

directly calculated by (9). The important part of the argument in this section is that respective257

wave contributions to [v]a are estimated by (14) and those to [v]S are directly calculated by (9).258

b. Results of 2-d analysis using gravity-wave resolving GCM data259

Figure 1 shows meridional cross sections of the E-P flux vector (FEP
(y) , F

EP
(z) ) calculated using260

(7) by arrows and its divergence by colors for (a) ((e)) all waves, (b) ((f)) PW, (c) ((g)) GW, and261

(d) ((h)) SW in July (January) of the 2nd model year. Note that GW are resolved waves in the high262

resolution GCM used in the present study. The distributions in the respective sections for the two263

months are roughly mirror images of each other.264

In the winter mesosphere above about 50 km, the net E-P flux divergence (i.e., contribution265

by all waves) is negative in most regions of both hemispheres, which is mainly contributed to by266

GW except the lower part of subtropical westerly region around 60 km. PW also contribute to267

the negative E-P flux divergence in most latitudes except around 60◦ depending on the altitude.268

The positive E-P flux divergence of PW around 60◦ is related to the generation of eastward 4 day269
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waves (Watanabe et al. (2009), and references therein). Contribution of SW is relatively small but270

negative in the winter hemisphere except the region around the jet core. In the summer mesosphere,271

the net E-P flux divergence is positive and mainly explained by the GW contribution and partly by272

SW and PW contributions. Such dominant GW contribution to the mesospheric momentum budget273

is consistent with previous theoretical studies (Lindzen 1981; Matsuno 1982; Holton 1982).274

In the lower stratosphere of ∼15–20 km, the net E-P flux divergence is negative in most latitude275

regions. Contribution by PW is widely distributed and dominant in the winter middle and high276

latitudes. Contributions of GW and SW are also large in mid-latitudes of both hemispheres in both277

months. This significant contribution of GW in this region was also indicated by Miyazaki et al.278

(2010) and Okamoto et al. (2011).279

In the middle and upper stratosphere of ∼25–50 km, the net E-P flux divergence is negative in280

most latitudes of the winter hemisphere and positive in low latitudes of the summer hemisphere.281

The negative divergence in the winter hemisphere is mainly due to PW, as is consistent with previ-282

ous studies (see Plumb (2002) and references therein). The positive divergence in the low latitudes283

of the summer hemisphere is due to GW. This divergence forms the summer hemispheric part of284

the winter circulation (Okamoto et al. 2011).285

An interesting point is that the E-P flux divergence associated with GW is positive in the lower286

latitude part of the westerly jet in the winter hemisphere. This feature means that the GW accelerate287

the westerly wind in that region. It is also interesting that there is positive E-P flux divergence288

around 40 km slightly below the center of the westerly jet in the Southern Hemisphere in July.289

This positive divergence is due to PW and partly canceled by SW. Similar positive divergence290

below the westerly jet of the winter hemisphere is observed in some other months (not shown),291

although it is not evident in January (Fig. 1e). The mechanism causing this positive divergence is292

interesting, but we leave it for future studies.293

Because the purpose of the present study is mainly to demonstrate the usefulness of the new294

method to examine 3-d material circulation in the atmosphere, further analysis and discussion is295

focused on the circulation of the middle and upper stratosphere (i.e., the deep branch of BDC) and296
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mesosphere in July and January.297

Figure 2a shows the meridional cross section of [v]∗ in July that is directly calculated by (9).298

Figure 2i is also [v]∗ but estimated from the divergence of the E-P flux using (14) for [v]a in (9)299

under the assumption that the mean wind is steady and the vertical shear of the mean wind is300

negligible. Overall distributions of [v]∗ in Figs. 2a and 2i are similar, assuring the validity of the301

assumption. Slight difference observed particularly in the summer stratosphere is mainly due to302

vertical advection of the mean wind by the residual mean flow as shown in Section 5.303

The distribution of [v]a and [v]S are shown in Fig. 2d and Fig. 2g, respectively. In the middle and304

upper stratosphere (∼25–50 km) except around 40 km, southward flow is dominant in [v]∗ which305

extends from low latitudes of the summer hemisphere to high latitudes of the winter hemisphere306

(Fig. 2a). This flow is mainly due to [v]a in low and middle latitudes of both hemispheres, and307

due to [v]S in high latitudes of the winter hemisphere. The negative [v]S in high latitudes of the308

winter hemisphere is largely canceled by [v]a, which is consistent with the previous studies (e.g.309

Dunkerton (1978)).310

In the mesosphere, [v]∗ extends over the entire latitudes in the winter and summer hemispheres311

(Fig. 2a). This flow is primarily due to [v]a and partly due to [v]S in middle latitudes above ∼60312

km and the whole latitudes below ∼60 km in the winter hemisphere. The transition between the313

stratospheric circulation and mesospheric one is continuous as is also consistent with the schematic314

view shown by Dunkerton (1978).315

Figures 2b and 2c show contribution by PW and GW to [v]∗, respectively. Figures 2e, 2f, and 2h316

show three dominant components of [v]∗, namely, Y1y/f̂ by PW, Z1z/f̂ by GW and Z2z/f̂ by PW.317

It is clear that [v]a in the winter hemisphere (Fig. 2d) is comparable to Y1y/f̂ by PW below 60 km318

(Fig. 2e) and Z1z/f̂ by GW above (Fig. 2f), while [v]a in the summer hemisphere is comparable to319

Z1z/f̂ by GW (Fig. 2f). The Stokes drift [v]S (Fig. 2g) is well explained by Z2z/f̂ by PW (Fig. 2h)320

in all latitude and height regions.321

From these analyses, it is concluded that the strong southward flow [v]∗ in the middle and upper322

stratosphere (i.e., a deep branch of the BDC) and lower mesosphere below ∼60 km is roughly323
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divided into three dominant contributions: [v]a induced by GW in the summer low latitudes, [v]a324

induced by PW in the winter low and middle altitudes, and [v]S by PW in the winter high latitudes325

that is partly canceled by the PW-induced [v]a. Moreover, in the middle and upper mesosphere326

above ∼60 km, [v]∗ is mainly contributed to by [v]a due to GW, and partly by [v]S due to PW in327

middle latitudes of the winter hemisphere. It is worth noting here that [v]∗ by PW in the mesosphere328

has interesting structure around 60◦S, i.e, positive around 65 km and negative around 50 km.329

This structure is likely due to 4-day waves generated by in-situ baroclinic/barotropic instability330

(Watanabe et al. 2009). This fact indicates that the baroclinic/barotropic instability in the winter331

hemisphere contributes at least partly to the residual mean circulation of the mesosphere.332

Figure 3 is the same as Fig. 2 but for the vertical component of the residual mean flow obtained333

using the continuity equation. Similarity in the distribution in the meridional cross section is334

also observed between directly-calculated [w]∗ (Fig. 3a) and [w]∗ estimated from the E-P flux335

divergence (Fig. 3i).336

In the mesosphere, [w]∗ is primarily downward in the winter hemisphere, while it is generally337

upward in the summer hemisphere (Fig. 3a). A characteristic upward flow is also observed in 20◦S–338

50◦S in a height region of 50–70 km. These dominant downward and upward residual mean flows339

are mainly contributed to by GW Z1z/f̂ . Contribution of PW is relatively weak, but it is upward340

and downward in higher and lower latitudes than 60◦S in the winter hemisphere, respectively.341

In the equatorial region, a secondary circulation is observed in association with the semiannual342

oscillation, namely upward (downward) flow in the easterly (westerly) shear region.343

In the middle and upper stratosphere, [w]∗ is generally downward in the winter hemisphere and344

upward in the summer hemisphere (Fig. 3a), although [w]∗ is weak in middle and high latitudes345

of the summer hemisphere. The upward flow in the summer hemisphere is mainly due to Z1z/f̂346

by GW. The downward flow in lower latitudes than about 50◦S of the winter hemisphere is due to347

Y1y/f̂ by PW, which is largely canceled by Z2z/f̂ of PW and by Z1z/f̂ by GW. The downward348

flow in higher latitudes than about 50◦S is mainly due to Z2z/f̂ by PW and to Z1z/f̂ by GW,349

which is largely canceled by Y1y/f̂ by PW. It is interesting that the contributions by respective350
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waves to [w]∗ are different from those to [v]∗, although it is understood from the downward control351

principle. The meridional cross sections of [v]∗ and [w]∗ and their components in January were352

roughly mirror images of those in July, although their details are not shown here.353

4. Theory of three-dimensional (3-d) residual mean circulation354

a. Relation between 3-d residual mean flow and 3-d wave activity flux355

Recently Kinoshita and Sato (2013a) derived 3-d transformed Eulerian mean equations includ-356

ing 3-d Stokes drift and 3-d wave activity flux which are applicable both to Rossby waves and357

gravity waves. The zonal and meridional momentum equations are written as358

ut + uxu
∗ + (uy − f)v∗ + uzw

∗ = −φx −
1

ρ0
(∇ · F 1) +X, (17)359

360

vt + (vx + f)u∗ + vyv
∗ + vzw

∗ = −φy −
1

ρ0
(∇ · F 2)− fy

S(p)

f
+ Y , (18)361

where362

S(p) ≡
1

2

(
u′2 + v′2 −

u′φ′
y

f
+

v′φ′
x

f

)
, (19)363

F 1 and F 1 are the wave activity fluxes as defined below, overbars and primes denote mean and364

deviation from the mean, v∗(= (u∗, v∗, w∗)) is the residual mean flow:365

v
∗ ≡ v + v

S, (20)366

and 3-d Stokes drift vS is written as:367

uS = (u′η′)y +
1

ρ0
(ρ0u′ζ ′)z =

(
S(p)

f

)
y

−
1

ρ0

(
ρ0

u′φ′
z

N2

)
z

, (21)368

369

vS = −(u′η′)x +
1

ρ0
(ρ0v′ζ ′)z = −

(
S(p)

f

)
x

−
1

ρ0

(
ρ0
v′φ′

z

N2

)
z

, (22)370

371

wS = −(u′ζ ′)x − (v′ζ ′)y =

(
u′φ′

z

N2

)
x

+

(
v′φ′

z

N2

)
y

. (23)372
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The formulas (21)–(23) are derived without using any dispersion relation. This means that these373

formulas are applicable both to Rossby waves and to gravity waves.374

The wave activity fluxes F 1 = (F11, F12, F13) and F 2 = (F21, F22, F23) are written as follows.375

F11 = ρ0

(
u′2 +

uy − f

f
S(p) −

uz

N2
u′φ′

z

)
(24)376

≡ X11 +X12 +X13,377

378

F12 = ρ0

(
u′v′ −

ux

f
S(p) −

uz

N2
v′φ′

z

)
(25)379

≡ Y11 + Y12 + Y13,380

381

F13 = ρ0

(
u′w′ +

ux

N2
u′φ′

z +
uy − f

N2
v′φ′

z

)
(26)382

≡ Z11 + Z12 + Z13,383

384

F21 = ρ0

(
u′v′ +

vy
f
S(p) −

vz
N2

u′φ′
z

)
(27)385

≡ X21 +X22 +X23,386

387

F22 = ρ0

(
v′2 −

vx + f

f
S(p) −

vz
N2

v′φ′
z

)
(28)388

≡ Y21 + Y22 + Y23,389

390

F23 = ρ0

(
v′w′ +

vx + f

N2
u′φ′

z +
vy
N2

v′φ′
z

)
(29)391

≡ Z21 + Z22 + Z23.392

Note that Y11, Y13, Z11, and Z13 respectively correspond to Y1, Y2, Z1, and Z2 in the 2-d TEM393

equations. It is also worth noting that the residual mean flow v
∗ in (17) and (18) was derived394

as the sum of mean flow and Stokes drift (21)–(23) in Kinoshita and Sato (2013a), and hence395

approximately expresses Lagrangian-mean flow. Formulas of the 3-d wave activity flux (24)–(29)396

were derived as an additional term having forms of the horizontal momentum equations.397
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Similar to the 2-d theory, it is shown that these fluxes are related to covariance of Lagrangian398

wind perturbations (uL and vL) and wind fluctuations (v′ ≡ (u′, v′, w′))399

F 1 = ρ0uLv′, (30)

F 2 = ρ0vLv′, (31)

where400

uL ≡ u′ + uxξ
′ + (uy − f)η′ + uzζ

′ ≡ u′ + u(x) + u(y) + u(z), (32)
401

vL ≡ v′ + (vx + f)ξ′ + vyη
′ + vzζ

′ ≡ v′ + v(x) + v(y) + v(z). (33)

This point is not explicitly described in Kinoshita and Sato (2013a).402

Here it should be emphasized that these 3-d TEM equations are derived only assuming that the403

temporal or spatial scales of the mean and perturbation fields are separable, although Kinoshita and404

Sato (2013a) supposed time mean. More specifically speaking, the mean field is slow (large-scale)405

field, and the perturbation field is fast (small-scale) field, when we consider temporal (spatial)406

scales. Thus the 3-d momentum equations (17) and (18) include time and spatial derivatives for407

mean-field scales. See Kinoshita and Sato (2013a) for details of the derivation. In summary, the408

derived 3-d formulas hold for any mean if the mean field is distinguished from the perturbation409

field by their scales. This point is important to estimate the contribution of stationary waves to the410

residual mean flow as discussed later.411

The residual mean flow v
∗ is composed of three terms:412

v
∗ = vb + va + v

S, (34)413

where vb (= (ub, vb, 0)) is balanced mean flow (such a flow that satisfies a balance of forces includ-414

ing pressure gradient force), va (= (ua, va, wa)) is unbalanced mean flow, and v
S (= (uS, vS, wS))415

is Stokes drift.416

A simplest balanced mean flow is the geostrophic flow:417

−fvg = −φx, (35)418
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419

fug = −φy. (36)420

For strong flow, we may need to consider the gradient wind balance (see Randel (1987)).421

The unbalanced mean flow is defined as the departure of the mean flow v from the balanced422

mean flow.423

va ≡ v − vb. (37)424

The unbalanced mean flow va is equivalent to the ageostrophic flow [v]a in 2-d TEM equations.425

Similar to the 2-d theory discussed in Section 3, respective correspondences can be considered426

between v
∗ and the divergence of the 3-d wave activity flux. First, it is seen from comparison427

between (21)–(23) and (24)–(29) that the sum of the mean flow advection by Stokes drift and428

Coriolis acceleration associated with Stokes drift exactly equals to the divergences of heat flux and429

S(p) in the following.430

uxu
S + (uy − f)vS + uzw

S = −
1

ρ0
(X12x +X13x + Y12y + Y13y + Z12z + Z13z), (38)431

432

(vx + f)uS + vyv
S + vzw

S = −
1

ρ0
(X22x +X23x + Y22y + Y23y + Z22z + Z23z) +

fy
f
S(p). (39)433

These equations are those to be compared to (11) in the 2-d TEM system.434

The relation between the unbalanced mean flow and 3-d wave activity flux divergence is not435

so simple as for the 2-d theory, but depends on the definition of the balanced flow. However, by436

analogy with the 2-d theory, the unbalanced mean flow induced by the wave forcing is defined so437

as to satisfy the following relation when the mean flow is approximately steady and X and Y are438

negligible :439

uxua + (uy − f)va + uzwa ≈ −
1

ρ0
(X11x + Y11y + Z11z), (40)440

441

(vx + f)ua + vyva + vzwa ≈ −
1

ρ0
(X21x + Y21y + Z21z). (41)442

If we can assume that the terms proportional to ux, uz, vx, vy, vz and fy are small, the 3-d unbal-443

anced mean flow is approximately obtained from the wave activity flux:444

ua ≈ −
1

ρ0
(X21x + Y21y + Z21z)/f = −

1

f

[
(u′v′)x + (v′2)y +

1

ρ0
(ρ0v′w′)z

]
, (42)445
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446

va ≈
1

ρ0
(X11x + Y11y + Z11z)/f̃ =

1

f̃

[
(u′2)x + (u′v′)y +

1

ρ0
(ρ0u′w′)z

]
, (43)447

where448

f̃ ≡ f − uy. (44)449

The vertical wind component of the unbalanced mean flow wa is estimated by the continuity equa-450

tion:451

uax + vay +
1

ρ0
(ρ0waz) = 0. (45)452

The validity of the definition of va and the assumptions in (42) and (43) can be confirmed by453

accordance of the zonal mean of estimated 3-d flows with the directly-calculated zonal mean 2-d454

flows using the data as will be made in Section 5. An important point is that the terms on the right455

of (21)–(23) and (42)–(43) are written with the wave fluxes only. This means that the contributions456

of respective waves to the 3-d residual mean flows are separately estimated. Hereafter, the wave457

contribution to the residual mean flow, i.e., the sum of v
S and va is referred to as unbalanced458

residual mean flow v
†:459

v
† ≡ v

S + va. (46)460

Last but not least, it should be emphasized that there is a role of zonally-symmetric fluctua-461

tions in the 3-d TEM system, although it is treated as the mean field in the 2-d TEM system. For462

example, gravity waves with horizontal wavenumber vectors pointing meridionally have zonally-463

symmetric but meridionally fluctuating structure. Such gravity waves have significant values of464

v′2, v′w′ and u′φ′
z. The divergence of these wave fluxes appears in the mean meridional momen-465

tum equation (18) and can cause u†. Several previous studies (e.g., Lieberman (1999); Miyahara466

et al. (2000)) suggested the importance of such wave activity flux divergence in the meridional467

momentum equation in the mesosphere and lower thermosphere.468
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b. Treatment of stationary waves in 3-d analysis using an extended Hilbert transform469

As already mentioned, when the time mean is used for an average, the 3-d residual mean cir-470

culation and wave activity flux cannot be calculated for stationary waves. However, the average471

is inherently needed for smoothing out an oscillatory component of unaveraged quadratic func-472

tions. We propose therefore to use an extended Hilbert transform, which is newly introduced in473

the present study, for the smoothing.474

Hilbert transform is a procedure to obtain an envelop function of a particular wave packet.475

We extend this procedure to obtain the wave activity flux and Stokes drift whose temporal and/or476

spatial structure is comparable to the whole scale of the wave packet. In other words, the scale of477

the ”mean” field is taken as that of the background field which the ”wave packet” interacts with.478

The Hilbert transform H [a(t)] of a particular time series a(t) is the time series that is composed479

of Fourier components of a(t) whose phases are shifted by −π/2 radians, namely,480

a(t) =
∑
ω

Aω sin(ωt+ ϕω), (47)481

482

H [a(t)] = −
∑
ω

Aω cos(ωt+ ϕω), (48)483

where ω is the ground-based frequency and ϕω is an arbitrary phase (e.g., Bracewell (1999)).484

An extended Hilbert transform H [a(x, t)], hereafter referred to as e-HT, of a particular fluctu-485

ation field a(x, t) is defined as an arbitrary fluctuation field composed of Fourier components of486

a(x, t) whose phases are shifted by −π/2 radians:487

a(x, t) =
∑
k,ω

Ak,ω sin(k · x− ωt+ ϕk,ω), (49)488

489

H [a(x, t)] = −
∑
k,ω

Ak,ω cos(k · x− ωt+ ϕk,ω), (50)490

where k ≡ (k, l,m) is a wavenumber vector and k, l, m are zonal, meridional and vertical491

wavenumbers, respectively, and ϕk,ω is an arbitrary phase. An analytic representation of the real492

function a(x, t) is defined as a complex function A(x, t) (≡ a(x, t) + iH [a(x, t)]). The envelop493

function Aenv(x, t) of a(x, t) is obtained by using A(x, t).494

1

2
Aenv(x, t)

2 =
1

2
A(x, t)A∗(x, t), (51)495
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where A∗(x, t) denotes the complex conjugate of A(x, t). This corresponds to an average of496

a(x, t)2:497

< a(x, t)2 >=
1

2
A(x, t)A∗(x, t), (52)498

where angle brackets <> mean an average with a scale expressing the overall structure of wave499

packet. Similarly, flux quadratics < a(x, t)b(x, t) > are obtained as500

< a(x, t)b(x, t) >=
1

2
Re[A(x, t)B∗(x, t)]. (53)501

Note again that in this method, the envelop scale is roughly regarded as that of the background502

field which the wave packet interacts with.503

Examples of the estimation of the envelop function using the e-HT are illustrated in Fig. 4.504

Figure 4a shows a fluctuation field of a particular quantity forming two wave packets. Figures 4b505

and 4c show the results of the envelop function estimation by applying the e-HT in x and y direc-506

tions, respectively. It is clear that the envelop function of the wave packet is successfully obtained507

with the e-HT in the x direction, while this is not the case for the estimate with the e-HT in the y508

direction. The failure of the estimate in the y direction is attributable to too small number of the509

wave crests (less than 1) in that direction. In other words, the wave packets cannot be distinguished510

from the background field in the y direction. Thus, the e-HT should be made in such a direction511

that the waves can be distinguished from the mean field. For example, quasi-stationary waves are512

hardly distinguished from the time mean field, but can be distinguished from the zonal mean field.513

Thus, quasi-stationary waves are extracted as deviation from the zonal mean, and the e-HT should514

be applied in the zonal direction. In general, the e-HT should be taken in time or spatial direction515

in which the waves are fluctuating. When waves are fluctuating in more than two directions, the516

envelop function can be estimated taking the e-HT in only one of the directions, because what we517

need is to make phase shift by −π/2 radians.518

Figure 4d illustrates an example of application of the e-HT to stationary waves. The solid red519

curve shows a longitudinal profile of a particular quantity a(x) that is composed of s = 1, 2, 3520

components (red dashed curves). The extended Hilbert transform of a(x) (H [a(x)]) in the x direc-521

tion is shown by the blue curve. The envelop function Aenv(x) is obtained using (52) as denoted by522
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the thick black curve. It is clear that Aenv(x) describes the longitudinal structure of the planetary523

wave ”packet”.524

It is important that the e-HT can be obtained also for transient waves. Therefore, using the525

e-HT, it is possible to estimate the wave activity flux and the 3-d residual mean flow using (53) for526

any wave packet. In the present study, this method using the e-HT is applied to estimate the residual527

mean flows associated with GW and PW including both stationary and transient components.528

5. Results of the 3-d analysis using gravity-wave resolving GCM529

data530

As seen from the results of the 2-d analysis in Section 3, dominant waves contributing to the531

residual mean flow in the middle atmosphere are PW and GW. Thus, in this section, we examine532

contributions of three kinds of wave fields, namely, ”all” waves defined as the departure from the533

zonal mean, PW having s=1–3 and GW having n ≥ 21 using the derived formulas. Moreover, a534

monthly-mean PW field and the deviation from the monthly-mean are analyzed as stationary and535

transient PW components, respectively. These definitions of PW and GW are the same as for the536

2-d analysis. Monthly-mean zonal-mean zonal wind and Brunt-Väisälä frequency are used as u537

and N for the wave flux calculation. This way to take the mean fields may not be appropriate for538

the estimation for GW when PW having large amplitudes are present. In a such case, uy should539

be defined locally. However, in the case of the present study, the difference between the estimates540

using zonal mean uy and locally defined uy was quite small (not shown). The unbalanced residual541

mean flow v
† in the 3-d space was obtained using the e-HT (53) by a phase shift in the x direction542

for the three kinds of wave fields at each time. The Stokes drift vS was obtained using (21)–(23),543

and the unbalanced mean flow va was estimated using (42), (43), and (45). Furthermore, vS and544

va obtained for respective wave fields were averaged over a month to examine the residual mean545

flow for each month.546

First, in order to confirm the validity of the 3-d analysis method, consistency with the result of547
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the 2-d TEM analysis is examined. The most strict comparison may be for the unbalanced mean548

flow because the formulas were derived under the largest number of assumptions for the mean549

wind unlike Stokes drift. Figures 5a and 5b show the meridional cross sections of the zonal mean550

va and [v]a that are estimated from the momentum fluxes associated with all waves using (43) and551

(14), respectively. Note that the flow in Fig. 5a includes contribution of stationary waves that is552

estimated using the e-HT.553

It is important that the zonal mean va (Fig. 5a) and [v]a (Fig. 5b) agree quite well in terms of554

the distribution and magnitude, although they are not exactly the same. Moreover, the distributions555

of the unbalanced mean meridional flow shown in Figs. 5a and 5b accord well with the meridional556

cross section of [v]a that was directly estimated (Fig. 2d), indicating that underlying assumptions557

for the mean wind are approximately valid. The slight difference is observed in the lower part558

of easterly jet in the summer hemisphere. This mainly comes from the vertical advection of the559

mean wind wa[u]z/f̂ (Fig. 5d). The mean zonal wind tendency term [u]t/f̂ is not significant560

(Fig. 5e). Figure 5c shows the meridional cross section of estimated [v]a including the correction561

term of wa[u]z/f̂ (see equation (13)). The agreement becomes better. These results support that562

the method to estimate 3-d unbalanced mean flow from momentum flux divergence is appropriate.563

Note that the zonal mean of vS is exactly and analytically equal to [v]S, if the wave fluxes for the564

same wave components are taken into account (see (9) and (22)).565

a. The 3-d unbalanced residual mean flow and contribution by PW and GW at 10 hPa in July566

The maps of the meridional components of the residual mean flow induced by waves v†, unbal-567

anced mean flow va and Stokes drift vS at 10 hPa (∼32 km) for all waves, PW, and GW are shown568

in Fig. 6 for July of the 2nd model year. Note that the color scale is different for the maps for GW569

from those for all waves and PW. The flows shown in Fig. 6 include the contribution of stationary570

waves estimated using the e-HT. The most important feature is that these flows, and hence the571

Brewer-Dobson circulation, are not zonally uniform.572

In the NH, negative v† for all waves (Fig. 6a) is dominant in the Indian and African monsoon573
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regions and mainly contributed to by va due to GW (Fig. 6f). It is also interesting that weak574

positive v† is observed in SH low latitudes for GW. This is due to the eastward GW force as575

already indicated in Section 3b. It is worth noting here that weak vS by GW is consistent with576

theoretical characteristics of linear inertia-gravity waves: the momentum fluxes (Z11) are larger577

than heat fluxes (Z13) (e.g., Sato et al. (1997)).578

Another interesting feature observed in v† by GW is significantly negative and positive val-579

ues to the west and east of the Southern Andes, respectively. This is explained by the fact that580

zonal wind variances associated with topographically-forced GW are confined over the moun-581

tains, although a part of GW energy propagates leeward by the mean wind perpendicular to the582

wavenumber vector (e.g., Preusse et al. (2002), Sato et al. (2012)). This feature is also indicated583

by Kinoshita and Sato (2013a).584

In SH, the three kinds of flows v†, va, and vS by all waves are dominated by PW. Unbalanced585

mean flow va is mainly observed in the Western Hemisphere. It is negative in lower latitudes than586

about 40◦S and positive in higher latitudes. On the other hand, negative vS is longitudinally widely587

distributed. The positive va is canceled by the negative vS in the higher latitudes of the Western588

Hemisphere. However, because the dominant regions of positive va and negative vS are slightly589

different, weak equatorward v† is observed in a part of the Western Hemisphere even in the winter590

hemisphere. The residual mean flow v† by waves in the Eastern Hemisphere is negative and mainly591

explained by vS.592

b. Contribution of stationary and transient waves in three dimensions in July593

Further examination was made by dividing PW into stationary and transient wave components.594

The results of the 3-d analysis for 10 hPa are shown in Fig. 7. It is clear that the dominant va in595

the SH western longitudes seen in Fig. 6e is mainly explained by stationary PW. The Stokes drift596

vS by stationary PW is also dominant in the Western Hemisphere. Contours in Fig. 7 show time597

mean geopotential height. The meandering contours indicate that the amplitude of stationary PW598

is certainly large in the Western Hemisphere. On the other hand, the distribution of va and vS by599
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transient PW is more zonally uniform compared with that by stationary PW.600

c. The 3-d unbalanced residual mean flow at 10 hPa in January601

Figure 8 shows v† by all waves, by PW and by GW in January of the 2nd model year at 10602

hPa. The unbalanced meridional mean flow is again not zonally uniform. Strong northward flow603

in NH is observed over the Pacific and in America in low and middle latitudes, and in Eurasia in604

middle and high latitudes. This flow is mainly due to PW, although the distributions of v† by all605

waves and that by PW do not accord so well as those for in July. GW contribution to v† in NH606

is small but has negative values in the Western Pacific and East America to the Western Atlantic607

in middle latitudes. These regions correspond to storm tracks. Thus, GW contributing to the608

negative v† likely originate from jet-front systems. In SH, there is systematic northward flow by609

GW in low latitudes, although total v† is weak. Roughly speaking, the longitudinal distribution is610

uniform, but values are slightly enhanced to the east of continents, i.e., Africa, Australia and South611

America. This suggests a possible role of GW which are generated by convection associated with612

the monsoon in these regions.613

d. The 3-d unbalanced residual mean flow at 0.05 hPa in July and January614

Results of the 3-d analysis in the mesosphere is shown in Fig. 9 for v† by all waves, by PW and615

by GW in July and January of the 2nd model year at 0.05 hPa (∼70km). Note that color scales are616

the same for all maps for all waves, PW and GW unlike the maps at 10 hPa. In July (January), v†617

generally southward (northward) in the entire region at this level. It is clear that GW contribution618

is dominant, although PW contribution is also large in low latitudes of the winter hemisphere in619

both months.620

The distribution of v† is not zonally uniform. In the summer hemisphere, v† due to GW is large621

in several subtropical regions, i.e., 80◦E–160◦E and 80◦W–60◦W in NH in July and 20◦E–80◦E,622

140◦E–150◦W, and 60◦W–10◦W in SH in January. On the other hand, the mean wind is primarily623
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zonally uniform as seen from zonally-elongated geopotential contours in Fig. 9. This feature is624

common for the stratosphere and lower mesosphere (not shown). This is because planetary waves625

originating from the troposphere hardly propagate into the easterly wind in the middle atmosphere626

in summer (the Charney-Drazin theorem, see Andrews et al. (1987)). Thus, it is likely that the627

longitudinal variation of v† is reflected by GW sources. In fact, these strong v† regions are located628

to the east of monsoon region. The longitudinal difference between the dominant regions of v†629

by GW and the monsoon regions at 0.05 hPa is larger than that at 10 hPa, suggesting eastward630

propagation of the GW packets from the source. In the winter hemisphere, the distribution of v† is631

complicated. Vertical filtering of GW in the background field that is modified by larger-scale waves632

and non-zonal GW source distribution are likely mechanisms (Smith 2003; Sato et al. 2009b).633

Such non-zonal distribution of v† by GW drag may be a source of PW which has large ampli-634

tudes in the upper mesosphere and lower thermosphere (Smith 2003). It is worth noting here again635

that v† by PW is at least partly related to baroclinic/barotropic instability in which unstable fields636

are formed by GW forcing (Watanabe et al. (2009) and references therein). The results of the 3-d637

analysis in the present study suggest the possibility that the phase structure of PW generated by the638

instability is determined by the longitudinal distribution of GW drag. This is an interesting issue639

for future studies.640

Although the results were mainly shown for July and January of the 2nd year so far, we also641

examined the data in July of the 1st and 3rd years. The results are generally consistent with those642

of the 2nd year. Notable differences between the three years are dominant longitudes of stationary643

PW and the strength of the flows in the monsoon regions induced by GW. However, these are644

probably explained by interannual variability of the atmospheric circulation.645

e. The 3-d residual mean flow in the polar stereographic map646

In this subsection, we show the polar stereographic maps of 3-d residual mean flow vector v†
647

(≡ va +v
S) induced by waves where va is estimated using (42), (43) and (45), and v

S is calculated648

using (21)–(23).649
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Results are shown for 10 hPa in SH in July of the 2nd year in Fig. 10. The horizontal wind650

components (u† and v†) in Fig. 10a tend to westward in low latitudes and eastward in high latitudes.651

However, they are not zonally uniform. The westward flow in low latitudes and eastward flow in652

high latitudes are confluent to the south of Australia and merged into the eastward flow around the653

polar night jet. The westward flow in low latitudes is mainly due to unbalanced mean flow, and654

eastward flow is a mixture of unbalanced mean flow and Stokes drift (Figs. 10c and 10e).655

The vertical wind component w† is relatively complicated as shown in Fig. 10b. Strong down-656

ward flow is observed in longitudes clockwise from 60◦W to 60◦E along the polar night jet. In the657

remaining longitude region including the date line, strong downward flow extends toward lower658

latitudes (∼30◦S), although downward flow is also observed inside the polar vortex. These down-659

ward flows are mainly due to unbalanced mean flow wa. The Stokes drift wS is strong except for660

the longitude region clockwise from 60◦E to 120◦E, and it is downward (upward) inside (outside)661

the polar vortex. The downward wS inside the polar vortex is largely canceled by upward wa.662

Figure 11 shows contributions of PW and GW to v
†. Note that color scale and unit vector are663

different for GW from those in Fig. 10 while those for PW are the same. Comparing with Fig. 10,664

it is seen that overall structure is mainly determined by the residual mean flow induced by PW665

forcing. However, it is worth noting that characteristic downward and upward flows are observed666

around the Southern Andean region, which is likely associated with topographically-forced GW.667

Next, polar stereographic maps of 3-d residual mean flow at 10 hPa in NH in July of the 2nd668

year and those in SH and NH in January of the 2nd year are shown in Fig. 12. In both summer669

hemispheres, horizontal components of v† is large only in subtropical regions (Figs. 12a and 12c).670

The upward flow w† is strong in the Asian and African monsoon region in NH in July, while671

longitudinal variation of w† is not large in SH in January (Figs. 12b and 12d). The strong upward672

flow in the NH monsoon region is consistent with the previous study by Randel et al. (2010)673

who examined the upward transport of minor constituents using a satellite observation and CCM674

simulation.675

On the other hand, v† in NH in January has interesting structure. The zonal component u†
676
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tends to be westward in low latitudes and eastward in high latitudes as is similar to that in SH in677

July (Fig. 12e). Strong downward flow is observed in two longitudinal regions clockwise from678

30◦W to 120◦W and from 170◦E to 50◦E around the polar night jet. The strong downward flows679

around the jet extend to lower latitudes having a spiral-like form. It is also interesting that upward680

flow is observed even in NH in this month (i.e., winter).681

Last, polar stereographic maps of v† at 0.05 hPa in the mesosphere are shown (Fig. 13). In the682

winter hemisphere (Figs. 13a, 13b, 13g, and 13h), the polar vortex is larger than that at 10 hPa.683

The horizontal component v† is generally eastward and poleward around the westerly jet. The684

downward flow area is spread toward 120◦W in SH in July, while it is confined to high latitudes in685

the Western Hemisphere in NH in January. Moreover, a strong downward flow is observed around686

the Southern Andes and Antarctic Peninsula in Fig. 13b in SH in July, which is likely due to gravity687

waves forced topographically in that region. It is important that the distributions of w† observed688

in Figs. 13b and 13h have some similarity to those at 10 hPa in Figs. 10b and 12f, respectively.689

This fact can be explained by the downward control principle indicating that the vertical flow in690

the stratosphere is largely affected by wave forcing in the mesosphere and above.691

In the summer hemisphere shown in Figs. 13c, 13d, 13e, and 13f, the distribution of v
† is692

relatively zonally uniform compared with that in the winter hemisphere. The zonal component u†
693

is large and generally eastward in the subtropical region. There is slight hemispheric difference694

in the distribution of upward motion: The upward motion is stronger and distributed in higher695

latitudes in NH than in SH. The distribution can be affected by the location and strength of the696

(simulated) easterly jet which modify lateral propagation of GW (Sato et al. 2009b). Further697

detailed discussion is beyond the scope of the present paper, however.698

f. Comparison with 3-d time-mean flow699

As we mentioned in Section 4, the residual mean flow v
∗ is the sum of balanced mean flow vb700

and unbalanced residual mean flow v
† (≡ va + v

S). In order to see the relative strength of vb and701

v
†, the time mean flow v (= vb + va) is calculated. Results are shown in Fig. 14. Note that the702
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color scales for v and for v† are different for 10 hPa, and are the same for 0.05 hPa.703

At 10 hPa, the magnitude of v is much larger than that of v† in the winter hemisphere. This704

is the case for the summer hemisphere, although v is not visible with this color scale. This result705

indicates that vb is dominant in v
∗ by its magnitude. However, it should be emphasized that vb706

does not contribute to the zonal mean mass transport in the meridional cross section.707

On the other hand, the magnitude of v is comparable to that of v† at 0.05 hPa. However, the708

distribution of v is largely different from v
† in the winter hemisphere. The planetary-scale pattern709

with positive and negative values is observed in v, reflecting the existence of large amplitude PW.710

In the summer hemisphere, v is similar to v
† both in the magnitude and distribution. This means711

that in the summer hemisphere, vb is small, and v
∗ is primarily determined by va which is mainly712

due to GW.713

6. Summary and concluding remarks714

A new method to estimate three-dimensional (3-d) material circulation driven by waves in the715

atmosphere was proposed based on recently-derived formulas by Kinoshita and Sato (2013a). The716

formulas are applicable both to Rossby waves and to gravity waves. Although this theory consid-717

ered time mean for the averaging of flux calculation, underlying assumption for the formulation is718

that the temporal and/or spatial scales of the mean (more precisely speaking, background) field are719

much longer than those of the perturbation field. Thus the formulas can be applied also to station-720

ary waves. The 3-d residual mean flow is divided into three components, i.e., balanced mean flow,721

unbalanced mean flow and Stokes drift. The last two components are induced by wave forcing,722

and the sum of their zonal mean is equivalent to the 2-d residual mean flow in the TEM system. It723

was shown that the unbalanced mean flow is estimated by the momentum flux divergence, while724

the Stokes drift is directly calculated by the divergence of heat flux and S(p). Moreover, by taking725

it into account that the averaging is inherently needed to remove an oscillatory component of un-726

averaged quadratic function on a scale of one-half the wavelength of the wave field, we proposed727
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the utilization of an extended Hilbert transform. This extended Hilbert transform was newly intro-728

duced in the present paper. Here, the whole scale of the wave packet corresponds to the scale of729

the ”mean” field which the wave packet interacts with.730

By applying this method to the outputs from simulation by a gravity-wave resolving general731

circulation model, the 3-d structure of the residual mean circulation in the middle and upper strato-732

sphere and mesosphere was examined for January and July. Characteristics of the residual mean733

flow in January and July were roughly a mirror image of each other. An important result was that734

the residual mean circulation is not zonally uniform in any altitude region.735

In the middle and upper stratosphere, the zonal mean meridional component of the residual736

mean circulation was from the subtropical region of the summer hemisphere to the high latitudes737

of the winter hemisphere. This meridional flow was divided into three parts according to the dom-738

inant terms of the wave activity flux convergence: poleward Stokes drift by PW in the winter739

hemisphere high latitudes which was largely canceled by equatorward unbalanced mean flow due740

to PW, poleward unbalanced mean flow by PW in middle and low latitudes of the winter hemi-741

sphere, and equatorward unbalanced mean flow by GW in the summer hemisphere. In the winter742

hemisphere high latitudes, the poleward Stokes drift and equatorward unbalanced mean flow were743

large in different longitude regions. Thus, even in the winter hemisphere, there were some longi-744

tude regions where equatorward flow was dominant. In the summer hemisphere, the unbalanced745

mean flow was strong in and slightly to the east of the monsoon region. This is likely because the746

monsoon convection is a dominant source of GW propagating eastward.747

In the mesosphere, GW were the most important wave to drive the residual mean circulation. In748

addition, the contribution of PW generated by baroclinic/barotropic instability was not negligible749

in the winter hemisphere. The distribution of the residual mean flow is not zonally uniform, which750

is likely due to nonzonal GW source distribution in both winter and summer hemispheres, to the751

filtering of GW in the polar night jet largely disturbed by PW in the winter stratosphere, and752

to the characteristics of the instability in the winter mesosphere. There was some similarity in753

the structure of the vertical component of the residual mean flow between the stratosphere and754
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mesosphere. This resemblance was roughly understood by the downward control principle.755

The atmosphere is coupled vertically by various-kinds of waves with various scales originating756

from nonzonal sources and propagating three dimensionally. It is considered that the 3-d analysis757

proposed by the present study must improve our understanding of the vertical coupling processes758

including wave-wave interaction as well as wave-mean flow interaction. Moreover, it is interesting759

to examine barotropic/baroclinic instability in terms of the three dimensional structure.760

Application of the extended Hilbert transform to obtain eddy and flux quadratics as shown by761

the present study is available also for the other equation systems such as the quasi-geostrophic762

system. The use of this method is effective to estimate fluxes and variances associated with wave763

packets, because the phase interferences among multiple sinusoidal waves are properly included.764

This point is an advantage compared with the other formulas of 3-d wave activity flux proposed by765

previous studies which inherently assume a monochromatic wave.766
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List of Figures889

1 Meridional cross sections of E-P flux vector and its divergence (colors) for (a) all890

resolved waves (EPFD), (b) planetary waves (PWD), (c) gravity waves (GWD),891

and (d) synoptic-scale waves (SWD) averaged in July of the 2nd year, and (e)–892

(h) are those in January of the 2nd year. Contours of zonal mean zonal winds are893

superimposed on all panels. Contour intervals are every 20 ms−1. Broken contours894

show negative values. 39895

2 Meridional cross sections of (a) the meridional component of the residual mean896

flow ([v]∗), (b) and (c) contributions of PW and GW that are estimated using the897

downward control principle (DCP), respectively, (d) zonal mean meridional veloc-898

ity ([v]a), (e) its contribution by PW (Y1y/f̂ ) and (f) by GW (Z1z/f̂ ), (g) meridional899

component of the Stokes drift ([v]S), (h) its contribution by PW, and (i) [v]∗ esti-900

mated using EPFD due to all waves by DCP that are averaged in July. Contours901

show zonal mean zonal winds with an interval of 20 ms−1. 40902

3 The same as Fig. 2 but for the vertical component. 41903

4 An illustration of the estimation method of envelop function using the extended904

Hilbert transform (e-HT). (a) The fluctuation field forming two wave packets. (b)905

and (c) Estimates of the envelop function using e-HT in the x and y directions,906

respectively. (d) Application of the e-HT to stationary waves. The sold red curve907

shows a longitudinal (x) profile of a particular quantity a(x, t) that is composed of908

s = 1, 2, 3 wave components (red dashed curves). The e-HT of a(x, t) (H [a(x, t)])909

in the x direction is shown by the blue curve. The envelop function Aenv(x, t) is910

shown in the black curve. 42911

37



5 Meridional cross sections of zonal mean unbalanced mean meridional flow calcu-912

lated (a) from 3-d momentum flux divergence (va) and (b) from 2-d momentum913

flux divergence [v]a, and (c) from 2-d momentum flux divergence plus vertical ad-914

vection of zonal mean zonal wind, (d) vertical advection of zonal mean wind, and915

(e) tendency of zonal mean zonal wind in July of the 2nd year. Contours show916

zonal mean zonal winds with an interval of 20 ms−1. 43917

6 Horizontal maps of (top) 3-d residual mean flow v†, (middle) unbalanced mean918

flow va, and (bottom) Stokes drift vS due to (left) all waves, (middle) PW, and919

(right) GW at 10 hPa in July of the 2nd year by colors. Contours show monthly-920

mean geopotential heights with an interval of 0.5×103 m. Note that color scales921

are different between the figures of all waves and PW and those for GW. 44922

7 The same as Fig. 6 but for (left) stationary PW and (right) transient PW. 45923

8 The same as Fig. 6 but for (a) 3-d residual mean flow v†, and (b) and (c) contribu-924

tions by PW and by GW, respectively, at 10 hPa in January of the 2nd year. 46925

9 The same as Fig. 6 but for (a) 3-d residual mean flow v†, and (b) and (c) contri-926

butions by PW and by GW, respectively, at 0.05 hPa in July of the 2nd year, and927

(d) (e) and (f) are those in January of the 2nd year. Color scales are taken different928

from those of Fig. 6. 47929

10 Polar stereographic projection maps of (left) the residual mean flow induced by930

waves, (middle) unbalanced mean flow, and (right) Stokes drift at 10 hPa in SH931

in July of the 2nd year. Top panels show their horizontal component vectors by932

arrows, and bottom panels show their vertical component by colors. Contours933

show monthly-mean geopotential heights with an interval of 0.5×103 m. 48934
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11 Polar stereographic projection maps of the residual mean flow induced (left) by935

PW and (right) by GW in SH. Top panels show their horizontal component vectors936

by arrows, and bottom panels show their vertical component by colors. Contours937

show monthly-mean geopotential heights with an interval of 0.5×103 m. Note that938

unit vectors for (a) and (c) are different. 49939

12 The same as Figs. 10a and 10b but (a) and (b) for NH in July of the 2nd year, (c)940

and (d) ((e) and (f)) for SH (NH) in January of the 2nd year. Note that color scales941

and unit vectors are different between the summer and winter hemispheres. 50942

13 The same as Figs. 10a and 10b but for 0.05 hPa in respective months and respective943

hemispheres in the mesosphere. 51944

14 Horizontal maps of monthly mean meridional wind v at 10 hPa (top) and 0.05 hPa945

(bottom) in July (left) and January (right). Note that color scales for 10 hPa are946

different from those for Fig. 10. 52947
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(e)                                   (f)                                   (g)                                    (h)

(a)                                   (b)                                   (c)                                   (d)

FIG. 1. Meridional cross sections of E-P flux vector and its divergence (colors) for (a) all re-

solved waves (EPFD), (b) planetary waves (PWD), (c) gravity waves (GWD), and (d) synoptic-

scale waves (SWD) averaged in July of the 2nd year, and (e)–(h) are those in January of the 2nd

year. Contours of zonal mean zonal winds are superimposed on all panels. Contour intervals are

every 20 ms−1. Broken contours show negative values.
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(a)                 v*            July       (b)     v* PW component           (c)     v* GW component

(d)       v ageostrophic                (e)         (Y1)y/f  PW                     (f)           (Z1)z/f  GW       

(g)       v Stokes drift                 (h)         (Z2)z/f  PW                      (i)           v* all wave      

FIG. 2. Meridional cross sections of (a) the meridional component of the residual mean flow ([v]∗),

(b) and (c) contributions of PW and GW that are estimated using the downward control principle

(DCP), respectively, (d) zonal mean meridional velocity ([v]a), (e) its contribution by PW (Y1y/f̂ )

and (f) by GW (Z1z/f̂ ), (g) meridional component of the Stokes drift ([v]S), (h) its contribution by

PW, and (i) [v]∗ estimated using EPFD due to all waves by DCP that are averaged in July. Contours

show zonal mean zonal winds with an interval of 20 ms−1.
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(a)                w*            July       (b)    w* PW component           (c)    w* GW component

(d)      w ageostrophic                (e)    w  from (Y1)y/f  PW             (f)     w from (Z1)z/f  GW       

(g)      w Stokes drift                 (h)    w from (Z2)z/f  PW              (i)          w* all wave      

FIG. 3. The same as Fig. 2 but for the vertical component.
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FIG. 4. An illustration of the estimation method of envelop function using the extended Hilbert

transform (e-HT). (a) The fluctuation field forming two wave packets. (b) and (c) Estimates of the

envelop function using e-HT in the x and y directions, respectively. (d) Application of the e-HT

to stationary waves. The sold red curve shows a longitudinal (x) profile of a particular quantity

a(x, t) that is composed of s = 1, 2, 3 wave components (red dashed curves). The e-HT of a(x, t)
(H [a(x, t)]) in the x direction is shown by the blue curve. The envelop function Aenv(x, t) is shown

in the black curve.
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(a)          3D wave                       (b)          2D wave                      (c)   2D wave + wa(du/dz)
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FIG. 5. Meridional cross sections of zonal mean unbalanced mean meridional flow calculated (a)

from 3-d momentum flux divergence (va) and (b) from 2-d momentum flux divergence [v]a, and (c)

from 2-d momentum flux divergence plus vertical advection of zonal mean zonal wind, (d) vertical

advection of zonal mean wind, and (e) tendency of zonal mean zonal wind in July of the 2nd year.

Contours show zonal mean zonal winds with an interval of 20 ms−1.
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All waves PW (s=1 - 3) GW (n≧21)
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FIG. 6. Horizontal maps of (top) 3-d residual mean flow v†, (middle) unbalanced mean flow va,

and (bottom) Stokes drift vS due to (left) all waves, (middle) PW, and (right) GW at 10 hPa in July

of the 2nd year by colors. Contours show monthly-mean geopotential heights with an interval of

0.5×103 m. Note that color scales are different between the figures of all waves and PW and those

for GW.
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FIG. 7. The same as Fig. 6 but for (left) stationary PW and (right) transient PW.
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(a) (b) (c)all waves PW (s=1 - 3) GW (n≧21)
10 hPa Jan.
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FIG. 8. The same as Fig. 6 but for (a) 3-d residual mean flow v†, and (b) and (c) contributions by

PW and by GW, respectively, at 10 hPa in January of the 2nd year.
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(a) (b) (c)All waves PW (s=1 - 3) GW (n≧21)
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0.05hPa, July

0.05hPa, Jan.

FIG. 9. The same as Fig. 6 but for (a) 3-d residual mean flow v†, and (b) and (c) contributions by

PW and by GW, respectively, at 0.05 hPa in July of the 2nd year, and (d) (e) and (f) are those in

January of the 2nd year. Color scales are taken different from those of Fig. 6.
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(u†, v†) (uS, vS)(ua, va)
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FIG. 10. Polar stereographic projection maps of (left) the residual mean flow induced by waves,

(middle) unbalanced mean flow, and (right) Stokes drift at 10 hPa in SH in July of the 2nd year.

Top panels show their horizontal component vectors by arrows, and bottom panels show their

vertical component by colors. Contours show monthly-mean geopotential heights with an interval

of 0.5×103 m.
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FIG. 11. Polar stereographic projection maps of the residual mean flow induced (left) by PW and

(right) by GW in SH. Top panels show their horizontal component vectors by arrows, and bot-

tom panels show their vertical component by colors. Contours show monthly-mean geopotential

heights with an interval of 0.5×103 m. Note that unit vectors for (a) and (c) are different.
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FIG. 12. The same as Figs. 10a and 10b but (a) and (b) for NH in July of the 2nd year, (c) and (d)

((e) and (f)) for SH (NH) in January of the 2nd year. Note that color scales and unit vectors are

different between the summer and winter hemispheres.
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FIG. 13. The same as Figs. 10a and 10b but for 0.05 hPa in respective months and respective

hemispheres in the mesosphere.
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FIG. 14. Horizontal maps of monthly mean meridional wind v at 10 hPa (top) and 0.05 hPa

(bottom) in July (left) and January (right). Note that color scales for 10 hPa are different from

those for Fig. 10.
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